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Abstract. This paper presents an improved version of GLS-coding for simultaneous data compression
and encryption called Range GLS-coding. It removes implementation issue of infinite precision real
numbers due to long products of real numbers in GLS-Coding. This improvement increases the
algorithm efficiency to almost double. Furthermore, encryption quality is improved by masking
pseudorandom keystream; the secret key is incorporated by changing the direction and performing
cyclic-shift operation in a complex piecewise linear chaotic map (PWLCM). Experimental results
demonstrate that proposed algorithm has acceptable security and compression features. The
overall algorithm provides simultaneous data encryption and compression and useful for real-time
applications.
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1. Introduction

Since 1990s, Since the 1990s, the chaos theory of non-linear dynamical systems has been
applied in the development of low complexity cryptosystems. The intrinsic properties of non-
linear dynamical systems such as ergodicity, mixing, sensitivity to the initial condition, a control
parameter, random behavior etc. [1] are useful for practical implementation of cryptosystems.
These properties are directly linked to confusion and diffusion properties of ideal cryptosystems
[2]. However, performing compression and encryption using non-linear dynamical systems is
a relatively new area of research, where the goal is to achieve compression and encryption
simultaneously and avoid the separate operation of compression or encryption. In recent years,
some approaches [3–5] based on Huffman coding for simultaneous compression and encryption
have been suggested. The process of embedding encryption features mainly focused on the
control of tree branches swapping via a key. In [3], an integrated compression and encryption
approach was presented that swaps Huffman tree branches left and right using the controlled
key. Later, an improvement was suggested using chaotically mutated Huffman trees [4] that
overcome the multiple codeword issue to enlarge the key space and solve the weak security
issues in [3]. The work in [4] was further improved in [5]; two chaotic functions were adopted
to avoid known-plaintext attacks. In another related work, a randomized arithmetic coding
RAC algorithm [6]was proposed for JPEG 2000 standard, which inserts randomization into
the standard arithmetic coding operation for encryption. However, these algorithms still have
serious security issues [7] and they did not investigate the relationship between the chaos,
encryption, and compression. A chaotic system is only used as a pseudorandom bitstream
generator that incorporate key control.

2. GLS Coding

The relationship between source coding and chaos was studied in [8,9] for simultaneous data
compression and encryption. In this, a non-linear chaotic dynamical system referred to as
Generalized Luroth Series (GLS) was proposed and demonstrated to be Shannon optimal [9].
In [10], the concept of GLS-Coding were implemented for simultaneous arithmetic coding and
encryption using Tent map. The Tent map is defined as [11]:

f (x)=
{

x/p x ∈ [0, p]
(1− x)/(1− p) x ∈ [p,1]

(2.1)

where p is the symbol probability and p ∈ (0,1). The compression is attained using reverse
function of the tent map [8,9] is given by:

I{i}=
{

p(I{i−1}) if 0
1− p(I{i−1}) if 1

(2.2)
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where p is the symbol probability and I{i} is the interval for ith symbol. Initially, I{0}= [0,1].
The binary sequence encoding is performed using equation (2.2), iteratively. At the end of
encoding process the final interval is obtained [START, END]. Any value between final interval
e.g. (START+END)/2 can be converted into binary as a compressed sequence. In decoding, the
decoder requires this value to iterate equation (2.1).

The above explanation looks simple and easy to understand. But it has an implementation
issue due to infinite precision real numbers that result from long products of real numbers.
One solution is to perform approximation computation and express the numbers in mantissa
and exponent [12]; this, however, leads to carry-over and correct positioning issues. Another
solution is to use range coding i.e. bring all fractions to the common denominator. This simple
multiplication increases the algorithm efficiency. We adopt this second solution, revising the
GLS coding as Range-GLS coding.

3. Proposed Word

1. Range GLS-Coding: The GLS-coding is turned into range GLS-coding by increasing range
from [0,1] to [0, r], where r is the range i.e. use to remove fractions. The Tent map is now
defined as follows:

f (x)=
{

(x/rp)r x ∈ [0, rp]
(r− x/rp− rp)r x ∈ [rp, r]

(3.1)

where p is the symbol probability and r is the range. Let r = bn where b is base and n is
the largest number of base b that algorithm can conveniently handle. The compression is
performed using the reverse interval mapping method as:

I{i}=
{

p(I{i−1}) if 0
r− p(I{i−1}) if 1

(3.2)

where I{i} is the obtained interval and p is the probability after performing the ith symbol
and at first, I{0} = [0, r]. The binary sequence encoding is performed using equation (3.2),
iteratively. At the end of an encoding process, the final interval is obtained [START, END].
Any value between final interval e.g. (START+END)/2 can be converted into binary as a
compressed sequence. In decoding, the decoder requires iterating equation (3.1) from this
value to recover the binary sequence, correctly.

2. Chaotic pseudorandom keystream generator: The Tent map is selected as the underlying
chaotic map for pseudorandom keystream generator. The Tent map is an ideal chaotic map
which satisfies uniform distribution and invariant density. In [10], it was pointed out that
pseudorandom keystream generator based-on tent map has strong cryptographic properties
such as initial value sensitivity, random behavior, unpredictability etc. The iterative tent
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map is defined as:

xn+1 = Fλ(xn)=


xn
λ

if xn ≤λ
1−xn
1−λ if xn ≥λ

(3.3)

where λ ∈ (0.25,0.75) is a control parameter, xn ∈ (0,1) and x0 represents the initial value (at
n = 0). The proposed algorithm requires three initial values of the chaotic map for generating
three pseudorandom keystreams as explained earlier. If the precision is 1014 for initial value
x0 and control parameter λ, then key space is approximately around 1084. The key space is
large enough to resist against brute-force attacks.

4. Experiment Analysis

The analysis parameters such as compression ratio, performance and security of the proposed
algorithm are analyzed on a Pentium-IV 2.4 MHz PC, with Windows 7 and 3 GB RAM. For
comparison purpose, GLS coding and proposed algorithm are implemented using Java language.
The selected files of standard Calgary corpus are used in experiments. In the following
subsections, the results of some experiments are given to prove the needed capabilities of
compression, performance and security of the proposed algorithm.

1. Compression Ratio: Compression ratio indicates the capability of the algorithm. To evaluate
the compression capabilities of the proposed algorithm with GLS Coding, the experiment is
performed on selected files of standard Calgary Corpus as shown in Table 1. The compression
ratio is calculated using equation (4.1).

Ratio= ciphertext length
plaintext length

×100% . (4.1)

The computed average compression ratio of proposed algorithm is 84.66 and GLS-Coding is
84.61. This shows that improve version does not affect the compression capabilities, however,
the slight difference in compression ratio is negligible.

Table 1. Comparison of Compression ratio

File Size KB Proposed Algorithm GLS Coding

book1 750.75 82.47 81.64

paper2 80.27 83.14 83.71

paper3 45.44 83.93 85.36

progl 69.97 86.34 85.61

progp 48.22 87.43 86.73

Avg. compression ratio 84.66 84.61
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2. Key Sensitivity and Plaintext Sensitivity: The cryptographic algorithm should be highly
sensitive to key and plaintext, so the slight change in key or plaintext should reflect in
output. To evaluate the key sensitivity of proposed algorithm, the keys k1, k2 and k3 are
arbitrarily changed, and the two ciphertext files generated from the same plaintext are
compared bit-by-bit. The comparison results are given in Table 2 of key sensitivity. Similarly,
the plaintext sensitivity is evaluated by randomly toggling one bit and perform encryption
with same keys. Finally, the ciphertext files are compared bit-by-bit as given in Table 2. The
bit-change-percentage of key and plaintext sensitivity are very close to the ideal value (50%).
It proves that proposed algorithm is highly sensitive to key and plaintext.

Table 2. Key and plain text sensitivity analysis

Key sensitivity analysis Plaintext sensitivity analysis

Files beginning middle end complete beginning middle end complete

book1 49.413 49.413 49.412 49.413 49.03 51.19 49.02 49.013

paper2 49.418 49.412 49.411 49.414 49.056 50.487 49.004 51.149

paper3 49.414 49.412 49.412 49.413 51.101 51.116 51.217 51.128

progl 49.415 49.414 49.411 49.413 49.139 50.922 50.928 50.996

progp 49.574 49.412 49.41 49.415 50.165 51.208 51.184 50.986

3. Algorithm Speed: Apart from the compression and security analysis, some other important
issues are needed to be considered. This includes the algorithm speed. Table 3 summarizes
the comparison of encryption and decryption time. The average computed time is compared
which clearly indicates that proposed algorithm has an edge in performance and it takes less
time to perform encryption and decryption

Table 3. Summarizes comparison of compression-encryption time(s)

Encryption time Decryption time

Files Proposed Algorithm GLS Coding Proposed Algorithm GLS Coding

book1 575 734 670 1496

paper2 40 62 39 115

paper3 25 27 30 58

progl 37 66 63 92

progp 20 25 18 54

Avg. Time 139.4 182.8 164 363
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5. Conclusion

This paper proposed an improved version of GLS-coding for simultaneous data compression and
encryption called Range GLS-coding. The improved version solved the implementation issue of
infinite precision real numbers by removing fractional part generated due to long products of
real numbers in GLS-Coding. This improvement also increases the algorithm speed efficiency
to almost double. The proposed algorithm is successfully implemented and critically tested
for selected Calgary corpus files. The ciphertexts produced by the algorithm are highly key
and plaintext sensitive. Experiment results show that compression ratio is acceptable with
negligible compression penalty relative to GLS-Coding.
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