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Abstract. The driver sleepiness is common and one of the main causes of road accidents. So, there is
a need for automatically detecting of this human behaviour. In any case, if the drivers feel drowsy,
they still keep on driving the vehicle, and accidents occur. This study can be implemented using
the CNN training model and initiating an alarm if the drowsiness condition is detected. Many of
the authors suggested the process of detecting the Drowsiness (Problem Statement) of the drivers
using technologies like the Internet of Things (IoT), Deep learning, and Haar cascade (to detect
the coordinates of eyes and mouth, which are the target objects). However, this study contributes
towards providing the real-time application in co-operating the CNN model and Dlib. Hence, this
study proposes a novel embedded system with CNN technology. The CNN model is fed with inputs
based on four (4) images related to eye and mouth openings and closings. This application is trained
using the CNN model, which takes inputs as images and processes by identifying the features on the
face using the Dlib library while representing the change in the state of coordinates of eyes and mouth
as Yawning. This approach is achieved using Convolution Neural Network (CNN), pillow, Pygame,
OpenCV, and the Dlib, along with providing an alarm when the position of mouth changes. The model
is recorded with a maximum validation accuracy of 98% with the minimum recorded loss of less than
0.04% as areal-time application.
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1. Introduction
1.1 Causalities of Accidents on Roads
According to World Health Organisation (WHO) estimates from 2015, road traffic injuries
resulted in around 1.25 million deaths globally, approximately every 25 seconds [29]. While the
projected cost of road accidents in Europe is over 160 billion Euros, according to the Americans
accident national highway traffic safety administration, driver sleepiness is responsible for
around 100,000 accidents every year in the United States alone (NHTSA) as shown in Figure 1.

Figure 1. Death rates by accidents per country1

There are more than 25% of road accidents occurring according to the World Health
Organization (WHO) [29]. However, biologically humans tend to underestimate the causes
of dangerous sleep that results in fatal accidents. Numbers representing the overall deaths and
accidents might increase or maybe higher [26]. However, the crashes due to Drowsiness seem
fatal similar to that of alcohol indulged accidents. This is quite sensible that no sleep for 18
hours is similar to that of contents of alcohol in blood, i.e., BAC of 0.05% [1]. When a person
reaches this stage, he/she is likely to lose concentration.

However, one in 25 drivers accepts that they doze off while driving for long hours, and more
than 25% of them have noticed Drowsiness while driving, which is noticeably dangerous [12].
These incidents often happen due to the physical/reasons of the driver. However, there might be
many other contributing factors that may cause it scientifically.

However, from the map and considering most of the inhabitants from the country, it can
be deduced that more than 40 per cent of death rates is the highest [20]. However, this is
considered as an overall death due to road accidents, not considering the deaths caused to just
the Drowsiness. One of the main effects caused by feeling sleepy while driving is the inability to

1Source: https://en.wikipedia.org/wiki/List_of_countries_by_traffic-related_death_rate
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focus correctly [25], which is one of the main reasons behind the delay, which causes to misjudge
the distances [7]. Hence, at these stages, the body undergoes a transition. Therefore, the level of
this Drowsiness depends on various other factors.

Table 1. Report on leading factors which causes fatal Crashing’s

Factors influencing the accidents Percentage of occurrences

Driving faster 16%
Confusion due to Vision 3%
Distractions like using mobile 5.2%
Due to Drowsiness 1.2%

1.2 Levels of Driver’s Drowsiness
There are some levels of Drowsiness a person can experience, which is somehow related to
psychology, measures on vehicles, and sometimes behavioural [27]. Most of the conditions
associated with the psychology of the drivers are gathered by adding the devices (electronic).
This type includes the components like Electroencephalography (EEG) [6]. These components
give out high accurate results. Other physical movements like wheel movements patterns in
brake and departure movements are considered for the second level of Drowsiness. However, the
measurements from the steering wheels are widely used to gain better results. The other type of
measurement is based on the person’s behaviour making it more reliable than the vehicle-based.
The information is obtained from the cameras to detect the movements like facial expressions.
This has become one of the popular methods as it explains more about the outcomes [13].

2. Generalised Process of Drowsiness Detection
There are specific steps involved in detecting the driver’s Drowsiness [16], they are:

2.1 Generic View of Required Hardware
Lachat et al. used a camera and placed it in front of the user. Pictures were relayed to a
processor using this manner by [16]. The identification of facial characteristics is a restructuring
process of templates. This technique entails comparing facial expressions, particularly eyes and
photographs. Facial features expression reorganisation by use of Viola-Jones detection. In 2001,
Power Viola and Michel Jones developed the Viola-Jones algorithm. This technique is commonly
used to identify eyeballs but is typically used to detect objects [14]. This method requires a
significant amount of time to train. The detection procedure, on the other hand, is quick and
straightforward. This technique is used in real-time objects detection. Some algorithms are
used in a cascade order to facilitate and accelerate the detection process [30].

2.2 Find Eyes on the Face
Many approaches have been developed to locate the position of the eyes. In many circumstances,
the face of the driver is used to identify eyes. One simple method is to use the characteristics of
the eyes. People have different colour spectrums in their eyes depending on the type of habitat
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they grow [28]. In this work, blink patterns and yawning patterns are used. RGB format is
sometimes not considered ideal for this kind of approach since it is used to establish the colour
code of one pixel. Other parameters such as lighting and saturations are crucial in addition to
hue. Therefore, Other formats, like lighting, saturation, and colour, are considered.

2.3 Feature Extraction
Feature extraction is a proportionate decreasing procedure that reduces a large amount of raw
data into smaller groupings for processing [5]. One of the features of the huge datasets is that a
more significant number of variables need a lot of computational resources to process. Feature
extraction is beneficial when researchers need to decrease the number of resources required
for processing without losing vital or relevant information. The feature can also help to reduce
the quantity of duplicated data for a specific study. Furthermore, the reduction of data and
the computer’s efforts in creating variables combination (features) speed up the learning and
generalisation processes in the machine learning process [17].

Feature extractions real-world applications are Autoencoders, bag-of-words, and image
processing. Where Autoencoders are designed to learn different data coding, which is
unsupervised. The feature extraction technique is utilised to find important characteristics
in the data for coding the original data set to derive new ones. This method may also be used
to process images. In image processing, algorithms are used to recognise characteristics of
videos such as shapes, edges, or movements. To begin, a user must understand how a machine
reads and stores pictures. Loading the images, reading them, then processing them through the
computer is tough since the machine does not have eyes like people. Machines see any image as
a numerical matrix. The number of pixels in the incoming image determines the size of this
matrix [9].

Each pixel value explains how bright that pixel is and it’s colour. In the simplest example of
a binary picture, the pixel value is a 1-bit integer representing both foregrounds. Hence, pixels
are the numbers that indicate the intensity. Smaller values closer to zero represents black,
whereas bigger ones closer to 255 make it white [18]. So, this is the nature of pixels and how
machines see images without eyes by using numbers. The actual image is 28×28 inches. And if
the user wants to verify it, they can do so by counting the number of pixels.

However, in the case of a coloured image, researchers have three matrices to work with: RED,
GREEN, and BLUE. So, in these three matrices, each matrix contains a value between 0-255
that indicates the intensity of the colour of that pixel [3]. These three channels are overlaid and
utilised to create a coloured picture.

Programmers transform images to binary form after detecting shut and open eyes, as well as
blinks [32]. This conservation reduces the quality of data while handling systems. The picture
is then separated into top and bottom halves. When the eyes are open, the pupils and eyelashes
are dark; therefore, the ratio of dark pixels in the upper region to the bottom half is greater
than when the eyes are closed [32]. This is because the eyelids cover the eyes during eye closure,
and the eyelashes are located in the bottom region of the eye.

The image’s lighting should be adjusted before binary conversion. To normalise a picture, it
is turned to grayscale. Then, lighting will be proven by paying attention to the V average [24].
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Following that, the picture is transformed to grayscale. The picture is then converted to binary
using a threshold. To establish the threshold, they used the threshold automatically. Light
pixels are threshold automatically. Light pixels are regarded as white, whereas dark pixels are
considered black. Image resolution may be improved by dilation and Erosion. These two are
used to eliminate tiny spots. Then, the ratio of black pixels to total pixels was computed in both
the top and lower parts of the head. This ratio is used to distinguish between eyes that are
closed or open. This helps in diving towards the behavioural pattern of understanding the level

2.4 Significance of CNN into Detection of Driver’s Drowsiness
The basic layers of CNN are the convolutional layer, pooling layer, a ReLU layer, and a fully-
connected layer. Each kernel (filter) in the convolutional layer has three things: width, depth,
and height. The feature maps are generated by computing the scalar product of the kernel and
local images areas. CNN uses pooling layers to reduce the size of features maps to accelerate
the computations. In this layer, the input is an image separated into regions; operations are
done on each area based on the regions. Max pooling selects a maximum value for each region
and sets it in the corresponding position in the output [31].

Usually, a nonlinear layer is Rectified Linear Units (ReLU), the max function to all the
values in the input data, and sets all negative values to zero. The ReLU activation function is
depicted in equation (2.1) below:

f (x)=max(0, x), (2.1)

whereas the fully connected layer is utilised to generate class scores from activation needed
for classification. The deep CNN model layer is designed to detect driver’s Drowsiness using
deep learning based on the Eye states. A novel deep CNN model is created in the suggested
work by Zhu and Zabaras ConvolutionNetwork. In which four convolutional layers (4) and one
fully connected layer (1) are employed in the suggested technique. Extracted key pictures with
dimensions of 128×128 are sent into the convolution layer-1 (Conv2d 1) [34].

Conv2d _1 convolves the input picture using 84 3×3 filters. 840 parameters were required
by Conv2d_1. Batch normalisation 1 has 336 parameters. The output of convolution layer-1 is
passed into convolution layer-2 (Conv2d 2). Conv2d_2 convolved input with 128 5×5 filters.
Following convolution, batch Normalisation, nonlinear transformation ReLU, MaxPooling across
2×2 cells with stride 2, and dropout with 0.25 per cent applied [25]. Conv2d_2 needs 268928
parameters. The output of convolution layer-2 is passed into convolution layer-3 (Conv2d 3).
Conv2d_3 convolved input with 256 5×5 filters. Following convolution, Batch Normalization,
and nonlinear transformation ReLU, MaxPooling over 2×2 cells with stride 2 followed by
dropout with 0.25 per cent applied, Conv2d_3 required 819456 parameters. Convolution layer-4
(Conv2d 4) receives the output of convolutional layer-3 [11].

A total of 12,757,874 trainable parameters were required for the proposed CNN model
because the classifier’s output is two states, the output layer only has two outputs [4]. The
Adam approach is used for optimisation. The SoftMax classifier is utilised for classification in
this case. In this proposed CNN structure, the 256 outputs of the fully connected layer are the
in-depth features extracted from the input eye pictures. The final two outputs can be linear
combinations of profound characteristics.
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In the suggested system for detecting driver drowsiness by Zhou et al. [33], a convolutional
neural network (CNN) is employed. The author here explains object detection using a deep
learning network. CNN is considered here because each sleepy feature-based image requires
a feature vector that can be compared to existing characteristics in a database to determine
whether or not it is drowsy. Typically, CNNs require fixed-size pictures as input; therefore,
preprocessing is essential. Preprocessing comprises extracting important frames from video
based on temporal changes and storing them in a database. CNN’s convolutional layer creates
features vectors from these stored pictures. These feature vectors are then utilised to identify
driver sleepiness. The author elaborates on the basics of feature extraction from the faces
detected as well as the face detection using Deep learning. In generic, it is to localise the face
from the object detected. This makes it a specialised task [33]. However, the author expresses
that one of the famous specialised processes towards Face detection is Haar Cascade and
AdaBoost. No shreds of evidence were noted from Zhou et al. that Dlib is used to detect faces.

Similarly, Reddy et al. [22] explained that the state of the drivers is critical since it is
one of the leading causes of motor vehicle accidents and drivers’ inattention or tiredness. The
technique used in sleepiness detections is based on a deep learning technology that can be
deployed on Android applications. The author also stresses that a sleepiness detector in an
automobile can help to prevent many accidents. Accidents occur as a result of a single moment
of neglect. This device should be portable and accurate enough to be used in an embedded
device. This work proposes a unique technique for real-time sleepiness detection based on deep
learning that can be implemented on a low-cost integrated board and performs well. Therefore,
using this technique, the accuracy obtained is 89.5%; that is, the drivers’ sleepiness can be
detected easily. Jabbar et al. [8] illustrated that road traffic and other types of accidents are a
leading source of injury and death in the human population using 22 subjects in their study
with different ethnicities. However, Multi-Layer Perceptron (MLP) is used to train the model,
and Dlib extracts the face Landmarks. The model gained around 81 % of accuracy as the model
size is considered smaller.

However, the study shows that their network can be easily imported into the embedded
systems and deployed as a real-time application [22]. The subjects considered in the study also
look similar to this study, whereas the study proposed by Reddy et al. [22] evaluated the drowsy
state where the driver’s face is not visible.

However, the work done by Reddy et al. [22] achieved 89% accuracy using a heavy baseline
light-weighted model. This model is aimed towards deployment into the embedded system
for real-time application. The work done here does not consider any such constraints. The
constraints covered here are the position of the camera.

Hence, the present work aims towards providing better results compared to other works by
Duaet al. [15] (which is implemented using four (4) different architecture yet the accuracy was
seen as 85%) is unique. Whereas the present study records the highest prediction accuracy of
98% with a minimum loss, this work records 98% of accuracy. Haar cascade is better known
among the machine learning approaches to identify the faces and their features like eyes and
mouth. This includes finding and calculating the pixel intensities, which are pre-trained and
hustle-free. The process trims down the unwanted parts similar to that of Dlib. But Dlib is quite
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powerful while detecting even the smaller faces out with less noise (more precise cropping of
features). This makes Dlib quite powerful and better as an option. Hence, this study is carried
out using Dlib’s facial detector.

3. Methodology

Various studies suggest the use of Haar cascade in determining the Features coordinates and
face detection. None of the studies includes the use of Dlib for face detection techniques [32-34].
The face features considered here in the survey are eyes and mouth coordinates.

The Detection process is carried out into three (3) steps, as seen in Figure 2. Extraction of
landmarking, Model Training, and Implementation using OpenCV.

Figure 2. Process flow of detection of drowsiness using CNN

Extraction of Facial Landmarking
This is considered the first step towards data splitting and processing. The reference images in
Figure 3 and Figure 4 are used to obtain the coordinates of the land markings. These features
are then localised and extracted to minimise the maximum background noise. Basic features
extracted are nose, eyes, mouth, eyebrows, and jawline. These facial landmarks extracted can
be used in many applications like an alignment of the face, swapping of faces, e.g., Snapchat,
and other applications like blinking detection.

Figure 3. Representation of face landmarking
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These facial landmarks extracted can be used in many applications like the alignment of the
face, swapping of faces like in applications like Snapchat, and other applications like blinking
detection.

Figure 4. Representation of eye landmarking

The coordinates of the eyes are extracted from the numbers 37 to 42 for the right eye and 43
to 46 for the left eye. The positions can be seen in Figure 4 as a reference.

Figure 5. Representation of mouth landmarking

Similarly, the mouth positions are noted from 49 to 68, as shown in Figure 5. However, the
formula to calculate the Eye Aspect Ratio (EAR) is calculated using the coordinate points from
Figure 3. EAR is defined as the ratio of width and height of the human eye and twice the width
of an eye. The average values for EAR are 0.33 and 0.141 for opening and closing of eyes [19].

CNN Model Training

After data is split and processed, the model is implemented. The images are rescaled using
Image Data Generator, and a Sequential model with 495,140 trainable number parameters is
implanted.

Real-time Implementation

The implemented model is then saved to make predictions after it is tested on the test data. The
classification reports are generated. This protected model is then implemented using OpenCV,
which facilitates the real-time video capturing the feed from the camera fixed in the car, as
shown in Figure 6.

The application maps the facial landmarking (Eye/Mouth) using the Dlib and CNN model to
predict whether the mouth markings changed from the default. If it does, then the warnings are
given using OpenCV. This application is then deployed into the embedded system. The camera’s
position is considered near the driver’s seat in the car at a moderate distance to cover the face
of the driver.
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Figure 6. Process flow of detection of drowsiness using CNN

4. Results

The dataset is used as an input to the CNN model. The dataset consists of various classes like
eye closed, eye-opening, mouth closing, and mouth opening. The sample images present in the
dataset are shown in Figure 7.

Figure 7. Representation of dataset splitting
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Data Splitting and Organisation
The dataset is split into eyes and mouth. The Dlib frontal detector is used to find the faces in
the images. From the images, the mouth part of the face is cropped and padded based on the
land markings from the Dlib. Similarly, these steps are repeated for finding and cropping the
eyes as well from the raw dataset. These images are then converted to NumPy.

The images where the mouth part is cropped are again processed to filter out the images with
“yawn” and “no yawn”. The Yawn is calculated based on the distance between land markings
from the mouth part from 61 to 64. Finally, the images are then saved with two different yawn
values, and the formula can be seen in Figure 7. One which exceeds 0.4 and the other which
is less than 0.05. Similarly, the distance between the landmark points’ left and right eyes are
calculated. These distances are then used as a reference to separate as eye-opening and closing.

CNN Model Implementation and Training
In this step, the segregated data is used and divided into four (4) classes that are eye closed,
eye open, mouth closed, and mouth open. The images are sent to preprocessing, where the
images are resized as (145,145). Images are usually converted from RGB (Red, Green, Blue) to
grayscale to reduce the complexity and noise. But, here in this study, the images are kept in
RGB scale to analyse the real-time issues and keep them real. After this, the data is formally
shuffled. X (input) is appended with the array values, and y (output) is filled with labels. Then
X is converted into NumPy arrays. Then finally, the training and testing data is split with a
20% testing size. Hence, the model is implemented, and the summary of the model is seen in
Figure 8.

Figure 8. Model summary
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Hence, the model is then trained at 50 epochs. The accuracy and loss variations for every
epoch are shown in Figure 9.

Figure 9. Model accuracy

The validation accuracy and loss are denoted with blue colour, training accuracy and loss
are indicated with red colour as shown in Figure 10.

Figure 10. Model loss

The highest recorded validation accuracy is 98%, with 0.04 loss functions. The model is then
saved with a JSON and YAML file format. This is then implemented in the test data set. The
classification report for the model is seen in Figure 11.
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Figure 11. Classification report

The precision of the model describes that how often the prediction is correct. The recall
is also similar to precision, but the condition is that the prediction is accurate by the model.
When the average is calculated between these is F1-score, it is mainly used in dealing with
imbalances in samples. However, the accuracy is considered closer to evaluating whether the
model is balanced or not.

Figure 12. Predictions made by the model
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The model makes predictions and gives the output as the label name and class, as seen in
Figure 12. The classes go like 0 for eye-opening, 1 for eye closing, 2 for mouth opening, and 3 for
mouth closing. The saved model is loaded, and the mixer function from Py-Games is loaded to
enable the alarm when the yawning time exceeds, which is kept less than 15 seconds. The video
can read the live feed using OpenCV, and the test live-video feed is shown in Figure 13.

Figure 13. Live-video application of detection of drowsiness

5. Conclusions
The study aims to detect Drowsiness using Dlib and no other pre-trained models like
Haar cascade. The CNN model is implemented in this proposed work. A two-way detection
implementation is considered using CNN, Dlib, and OpenCV. In this work, face detection is
carried out to detect drivers’ faces and map their landmarks. The system is trained using data
collected with different poses and angles. The work is implemented considering EAR along with
thresholding to facilitate the real-time application and future scope of the work. The model is
recorded with 98% accuracy, which is considered the highest among the related work [19].

However, the future implementation of work is to consider the CNN model’s blinking rate
and neck movement detection training to facilitate real-world applications like Uber, Ola,
Driverless cars, and many more.
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